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P A P E R  I N F O  

 

A B S T R A C T  

 

The field of image processing has several applications in our daily life. The image quality can be 

affected by a wide variety of deformations during image acquisition, transmission, compression, 

etc. Image compression is one of the applications where the quality of the image plays an im-

portant role since it can be used to evaluate the performance of various image compression tech-

niques. Many image quality assessment metrics have been proposed. This paper proposes a new 

metric to assess the quality of compressed images. The principle idea of this metric is to estimate 

the amount of lost information during image compression process using three components: error 

magnitude, error location and error distribution. We denote this metric as MLD, which combines 

the objective assessment (error magnitude) and the subjective assessment (error location and 

error distribution). First, the metric is used to estimate the quality of compressed images using 

the JPEG algorithm as this is a standard lossy image compression technique. Then, the metric is 

used to estimate the quality of compressed images using other compression techniques. The 

results illustrate that the proposed quality metric is correlated with the subjective assessment 

better than other well-known objective quality metrics such as SSIM, MSE and PSNR. Moreover, 

using the proposed metric the JPEG2000 algorithm produces better quality results as compared 

to the JPEG algorithm especially for higher compression ratios. 
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1. Introduction  

Image quality assessment has an important role 
in image processing applications. Image compres-
sion is one of the most important applications since 
it is used to create a new image file with a smaller 
size that is suitable for transmission over a commu-
nication channel. However, lossy compression can 
introduce several distortions to digital images such 
as blocking and blurring effects. Therefore, a 
tradeoff between image quality and compression 
ratio should be considered.   

Image quality can be assessed subjectively by a 
human observer. However, the assessment is im-
practical and time-consuming. Automatic prediction 
of the image quality is called objective assessment. 
Several objective metrics for assessing image quality 
have been proposed. These metrics are classified 
into three groups [1]: full-reference, reduced-
reference and no-reference. No-reference metrics 
estimate the image quality without any information 
about the original images. Reduced-referenced met-
rics use some information from the original images. 
Full-reference metrics, which are the most widely 
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used, assume the existence of the original images in 
the assessment process. The traditional objective 
full-reference metrics are Mean Square Error (MSE) 
and Peak-Signal-to-Noise Ratio (PSNR) [2]. Although 
these metrics are most widely used, they only 
measure error magnitude and they do not take into 
consideration the location and the distribution of 
the error. 

Many other quality metrics have then been de-
veloped to overcome the limitations of traditional 
metrics. Structural similarity index (SSIM) [3] and 
Multi-Scale SSIM (MS-SSIM) [4] combine the effect 
of luminance, contrast and structure to evaluate the 
quality of the image. Information Fidelity Criterion 
(IFC) [5] and Visual Information Fidelity (VIF) [6] 
are two theoretic metrics that use mutual infor-
mation to calculate an image quality score. Most 
Apparent Distortion (MAD) [7] models a visible dis-
tortion in the image based on two separate strate-
gies. Several metrics in the literature were proposed 
by extracting information from edge regions, which 
are more sensitive to human eyes than flat regions 
[8, 9, 10]. Deep neural networks are also used as an 
efficient tool to assess the image quality [11, 12]. 
Mansouri, and Mahmoudi-Aznaveh [13] developed a 
new objective image quality metric based on a sin-
gular value decomposition. The final objective score 
is calculated by evaluating the structural infor-
mation in the distorted image.   

Recently, several full-reference metrics are pro-
posed to evaluate an objective image score by fusing 
the effect of several measures into a single metric. 
Lie and et al. [14] used a regression method to cal-
culate a weighted sum of a number of objective 
quality metrics for each type of image distortion. 
Another fusion strategy was also adopted in [15] 
where a number of existing image quality metrics 
was fused at a score level using a genetic algorithm 
as an optimization technique. Saha and Wu [16] as-
sessed an objective image score by fusing the global 
and local distortion measures based on a pooling 
strategy. 

This work proposes a new full-reference metric 
to assess the quality of compressed images by com-
bining the effect of three different measures. The 
main idea of the proposed metric is to measure the 
amount of lost information during the compression 
process. Using the JPEG algorithm as a reference, the 
quality of other compression algorithms can be es-
timated accordingly. The relationship between the 
compression ratio and the quality of compressed 
images using JPEG and JPEG2000 algorithms is also 
studied. The outline of the rest of the paper is orga-
nized as follows: Section 2 explains the problem 
statement and the main contributions of this work. 
Section 3 describes the steps of computing the pro-

posed metric in details. Section 4 discusses the re-
sults and section 5 lists the main conclusions.   

2. Problem Statement and Contributions 

JPEG and JPEG2000 are very popular and dis-
tinct image compression algorithms. The JPEG algo-
rithm is implemented by partitioning the image into 
8×8 blocks and applying Discrete Cosine Transform 
(DCT) on each block while the JPEG2000 algorithm 
is performed by partitioning the image into non-
overlapping blocks and then applying Discrete 
Wavelet Transform (DTW) [17]. The proposed im-
age quality metric is developed by combining the 
objective and subjective measurements to evaluate 
the compressed image quality based on JPEG and 
JPEG2000 [18]. Although several image quality met-
rics have been proposed as discussed in section 1. 
We noticed that these metrics have the following 
common technical problems: 
1. The definition of image quality is fuzzy and 

general. In other words, no common definition 
for the quality is given especially in image 
compression field.  

2. The efficiency of the metrics changes with the 
complexity of the compressed image. 

3.  Lack of the relationship between the image 
quality and the compression ratio (CR). 

Therefore, the main contributions of our pro-
posed metric are as follows:  First, the metric sug-
gests a clear definition for the compressed image 
quality assessment as will be discussed later. Sec-
ond, the proposed metric will use a ratio of the dif-
ference between the original image and the distort-
ed image to the original image in the main calcula-
tions to cope with the problem of the image com-
plexity. Third, the metric will combine three 
measures (error magnitude, error location and er-
ror distribution) to overcome the limitations of us-
ing only a single measure. This metric uses the JPEG 
as a standard compression algorithm to estimate 
the quality of other compression algorithms such as 
JPEG2000.   

3. The Proposed Image Quality Metric 

This section will give a detailed description of 
the proposed image quality metric.   

3.1 Compressed Image Quality Definition 

In this work, we adopt the following definition 
for the quality of compressed images. If the differ-
ence between the original image and its compressed 
image is small, then the quality of the compressed 
image is high. This means that a little information is 
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lost during the image compression process. Mean-
while, the quality of the compressed image is low 
when the difference between the original and the 
compressed image is high (i.e. substantial infor-
mation is lost). 

3.2 The Components of Our Proposed Metric  

The proposed metric consists of three compo-
nents: error magnitude (M), error location (L) and 
error distribution (D). The relationship between 
each of these components and the compression ratio 
(CR) will be analyzed to illustrate how they are re-
lated to the CR. After that, these components are 
combined to compute the final quality score. We 
hypothesize that the fusion of several different 
components could mitigate the shortages of using 
only a single component. The proposed metric will 
be denoted as MLD in the rest of the paper. The 
components of the MLD metric will be explained in 
the following subsection. 

3.2.1 The M component 

This component measures the magnitude of the 
error between two images. This component consists 
of two elements: rational mean square error (µr) 
and rational variance (r). The correlation between 
these two elements is nearly one, so we can combine 
them in a single component. The following steps will 
illustrate how to compute each element.  

First, the µr can be computed as follows: Let 𝑥 =
 |𝐼𝑜 − 𝐼𝑐| where Io and Ic are the original and the 
compressed images respectively. R and C are the 
dimensions of the image. Then, the µr can be defined 
as 

𝜇𝑟 =
𝜇𝑑

𝜇𝑜

 (1) 

Where, 


𝑑

=
∑ ∑ 𝑥(𝑖,𝑗)𝐶

𝑗=1
𝑅
𝑖=1

𝑅×𝐶
    and    

𝑜
=

∑ ∑ 𝐼𝑜(𝑖,𝑗)𝐶
𝑗=1

𝑅
𝑖=1

𝑅×𝐶
 

Second, the r can be defined as 

𝜎𝑟 =
𝜎𝑑

𝜎𝑜   
 (2) 

Where, 

𝜎𝑑 =
∑ ∑ (𝑥(𝑖,𝑗)−𝜇𝑑)𝐶

𝑗=1
𝑅
𝑖=1

𝑅×𝐶
   and  𝜎𝑜 =

∑ ∑ (𝐼𝑜(𝑖,𝑗)−𝜇𝑜)𝐶
𝑗=1

𝑅
𝑖=1

𝑅×𝐶
 

Finally, the M component can be defined as 

𝑀 = (
𝑟

+ 𝜎𝑟) (3) 

The practical limits of this metric are in the 
range [0, 0.2] so it does not require any normaliza-
tion. It should be noted that the limits of each com-
ponent are estimated after applying the component 
on several images (more than 900 images). The rela-
tionship between the component M and the CR us-
ing the JPEG algorithm is demonstrated in Fig. 1 for 
Lena image. The relationship of each metric with the 
CR is plotted using log2(CR) for clarification. As can 
be seen, the M component increases steadily as the 
CR increases. 

Figure 1 The M component versus CR using the JPEG algorithm 
for Lena. 

3.2.2 The L component 

The information distributed across the entire 
image does not have the same influence upon a hu-
man visual system since the human eye is more sen-
sitive to errors in edgy areas than in smooth areas in 
the images. Therefore, the L component will com-
pute the rational mean absolute error across the 
edgy points (i.e. the location of the error). 

The L component can be computed as follows: 
Let 𝑥𝑑 =  |𝑥𝑜 − 𝑥𝑐| where xd and xc are the edgy im-
ages after applying the canny edge detector [19] on 
the original and the compressed images respective-
ly. Then, the L component can be defined as 

𝐿 =
𝐸𝑑

𝐸𝑜

 
(4) 

Where 𝐸𝑑 = ∑ ∑ 𝑥𝑑(𝑖, 𝑗)𝐶
𝑗=1

𝑅
𝑖=1 × 𝜇𝑟  

and       𝐸𝑜 = ∑ ∑ 𝑥𝑜(𝑖, 𝑗)𝐶
𝑗=1

𝑅
𝑖=1 . 

The practical limits for the ratio 
𝐸𝑑

𝐸𝑜
 are in the 

range [0, 4]. Our hypothesis is that the larger values 
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of L are due to shifted or rotated edges in the com-
pressed images. This ratio should be normalized so 
that its range is between 0 and 1. Therefore, the 
normalized value of the L component can be calcu-
lated as  

𝐿 =
𝐸𝑑

4 × 𝐸𝑜

 
(5) 

The normalization is computed for each compo-
nent of our proposed metric if required so that their 
range is equal. The reason for the normalization 
process is to prevent the component with the higher 
value dominate the effect of components with the 
lower values in the calculation of the final quality 
assessment metric. Fig. 2 demonstrates the relation-
ship between the L component and the CR using the 
JPEG compression algorithm. This component pro-
duces 0 for smaller compression ratios. However, its 
value increases sharply as the CR increases. This 
means that a high compression ratio can significant-
ly degrade image edges.  

Figure 2 The L component versus CR using the JPEG algorithm 
for Lena. 

3.2.3 The D component 

This component measures the distribution of the 
error over image blocks. In order to compute this 
metric, the image is first divided into non-
overlapping blocks of equal size z×z. A typical value 
for z is 8. The selection of block size is not critical in 
this metric and other values can be selected. Then, a 
ratio between the sum of the highest mean square 
error blocks and the sum of the mean square error 
for all blocks is calculated. Therefore, the D compo-
nent can be defined as 

𝐷 =
∑ 𝑀𝑆𝐸𝑖(𝑏𝑜(𝑖), 𝑏𝑐(𝑖))𝑖𝜖𝑎

∑ 𝑀𝑆𝐸𝑗(𝑏𝑜(𝑗), 𝑏𝑐(𝑗))𝑁
𝑗=1

 
(6) 

Where 𝑎 = ⌊√𝑁⌋ represents the indices of the 

highest mean square error blocks. N is the total 
number of blocks in the image. bo and bc are the 
original and the compressed image blocks respec-
tively. The practical limits of this metric are in the 
range [1/𝑎, 1], so Eq.(6) will be normalized. There-
fore, the final value of the D component will be cal-
culated as 

𝐷 = (𝐷 − 1/𝑎) ×
a

a − 1
 (7) 

Fig. 3 show the relationship between the D com-
ponent and the CR using the JPEG algorithm. From 
this figure, we can notice that the value of this com-
ponent increases as the compression ratio increases 
until its value is just over 0.35, then it begins to de-
creases slightly.  

Figure 3 The D component versus CR using a logarithmic scale. 

3.3 The MLD Components Combination  

Fig. 4 demonstrates the steps of computing the 
MLD metric. In the beginning, each of the M, L and D 
components will be calculated using the original and 
the distorted images as inputs. After that, the result-
ing values will be combined using as a weighted sum 
to compute the final value of the MLD metric using 
Eq.(8).  

𝑀𝐿𝐷 = 𝑤1 × 𝑀 + 𝑤2 × 𝐿 + 𝑤3 × 𝐷 (8) 
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Figure 4 The steps for calculating the MLD metric. 

Where w1, w2 and w3 are the weights for the M, 
L and D components respectively, which can be used 
to control the effect of the MLD. We suppose that the 
component M is similar in its behavior to the objec-
tive measure while the components L and D are sim-
ilar to the subjective measure. Also, we suppose that 
the sum of the weight values is equal to 1 so that the 
range of the MLD metric is between 0 and 1. There-
fore, we will use 0.5, 0.25 and 0.25 for the values of 
w1, w2 and w3 respectively in Eq.(8). 

4. Results and Discussion 

This section demonstrates the performance of 
our proposed metric in estimating the quality of 
compressed images, which ultimately leads to eval-
uate the performance of the compression algo-
rithms. We first computed JPEG as a standard lossy 
image compression algorithm. Then, we compared 
its performance with other compression algorithms. 
The compression was implemented using MATLAB’s 
imwrite command for standard Lena image. The CR 
was varied from 1.76 to 40. In order to compute the 
proposed metric, we first computed the M, L and D 
components on each compressed image using Eqs. 
(3), (5) and (7) respectively. Then, the MLD can be 
computed using Eq. (8). 

4.1 MLD test for JPEG and JPEG2000  

Fig. 5 demonstrates the result of applying the 
MLD metric on compressed Lena image using JPEG 
and JPEG2000 algorithm for a number of compres-
sion ratios. As can be illustrated in Figure 4 (b), the 
two algorithms have the same quality performance 
for a low CR using the proposed metric. The 
JPEG2000 algorithm outperforms the JPEG as the CR 
increases. The possible reason for this behavior of 
the two algorithms is that more information has 
been lost using the JPEG than that using the 
JPEG2000 for a higher compression ratio.   

 

 

(a) 

 

(b) 

Figure 5 (a) Standard image (Lena), (b) The relationship be-
tween the MLD metric and the CR using JPEG and JPEG2000 algo-

rithms. 

4.2 Assessment Test for JPEG and JPEG2000  

Fig. 6 demonstrates the values of the MLD, MSE, 
SSIM and PSNR metrics on compressed Lena image 
using JPEG and JPEG2000 algorithm for a number of 
compression ratios. The four metrics show that the 
JPEG2000 algorithm outperforms the JPEG as the CR 
increases but the MLD is more sensitive to the error 
difference. The possible reason for this behavior of 
the two algorithms is that MSE, SSIM and PSNR de-
tect the error from one point while MLD detects the 
error using three elements as described previously. 

To magnify this difference, we choose two cases 
that have similar values for the classical factors 
(MSE, SSIM and PSNR) but they are different in 
terms of subjective quality and MLD metric values as 
shown in Fig. 7 and Table 1. 
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Figure 6 The values of objective metrics (a) MLD, (b) MSE, (c) SSIM and (d) PSNR using the JPEG and JPEG2000 
algorithm for a number of compression ratios. 

 

(a) J1 

 

(c) J3 

 

(b) J2 

 

(d) J4 

Figure 7 The subjective assessment for compressed Lena image (a) J1 is compressed using JPEG at a high CR, (b) 
J2 is compressed using JPEG2000 at a high CR, (c) J3 is compressed using JPEG at a mid CR, (d) J4 is compressed 

using JPEG2000 at a mid CR.  

 

(a)  

 

(b)  

 

(c)  

 

(d)  
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Table 1 Objective assessment values for the compressed images 
in Fig. 7. 

Image J1 J2 J3 J4 

CR 39.2902 104.844 29.9627 64.573 

MLD 0.2485 0.2283 0.1889 0.1830 

SSIM 0.8250 0.8380 0.8700 0.8760 

MSE 51.4890 51.098 31.4910 31.451 

PSNR 31.0140 31.047 33.1490 33.154 

 

Four compressed images are shown in Figure 7. 
The images in the first row (J1 and J3) are com-
pressed using JPEG algorithm at high and medium 
CR values respectively while the images in the sec-
ond row (J2 and J4) are compressed using JPEG2000 
algorithm at high and medium CR values. The imag-
es compressed using the JPEG2000 algorithm have a 
better subjective appearance as compared to these 
compressed using the JPEG algorithm at similar CR 
values. 

Table 1 show that the compressed images J1 and 
J2 in the first and second columns have approxi-
mately similar classical assessment metrics for the 
JPEG and JPEG2000 but they have different MLD 
values and subjective quality. The compressed im-
ages J3 and J4 in the third and fourth columns have 
similar tendency. The possible reason for this be-
haviour is because the JPEG saves the low frequency 
information while the JPEG2000 saves all the infor-
mation in the low and high frequencies. 

5. Conclusions 

This paper proposed a new objective metric for 
assessing the quality of compressed images. The 
proposed metric combines the effect of three pa-
rameters: error magnitude, error location and error 
distribution. The main idea of this metric is to esti-
mate the amount of lost information during image 
compression. To isolate the effect of the detailed 
complexity in the original image, all the calculations 
are based on the difference between the original and 
the distorted images with respect to the original 
image. The results demonstrate that the quality of 
compressed images using the JPEG2000 algorithm is 
better than that using the JPEG algorithm. For small 
CRs, the performance of the two compression algo-
rithms is similar. However, the performance of the 
JPEG2000 algorithm outperforms the JPEG algo-
rithm as the CR increases. The possible explanation 

is that more information is lost using the JPEG algo-
rithm as compared to the JPEG2000 algorithm. The 
gap in performance becomes more prominent for 
higher CRs. In general, the proposed quality metric 
has a better correlation with the subjective assess-
ment than other well-known objective quality met-
rics such as SSIM, MSE and PSNR.    
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