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Abstract.

Minor component analysis (MCA) of lower dimensional data is related to many signal
processing applications. MCA strives to extract the "minor" direction in the data space where the
variance of the data is minimal, identify the way for dimension reduction and data compression.
In this paper neural networks are used to estimate the minor component of signal. This
component is used to determine the Direction of Arrival Estimation (DOA) of incident signals.
These signals are considered to be emitted from their emission sources .The neural networks
knowing “Hebbian-networks” are used to estimate the minor component directions from signal
subspace. Narrow band signals are considered here and strike an array composed of M sensors.
Simulation results are introduced to shown the performance of the adaptive neural networks to
estimate signal components, a comparison of the results obtained from classical method and
MCA method, is presented which shows the performance of MCA over classical methods, to
estimate exact signal direction from noise subspace.

1. Introduction.

Neural networks(NNs) have now been applied to a wide variety of real-world problems in
many fields of application, the attractive and flexible characteristics of (NNs), such as parallel
operation, learning by example, associative memory, multi-optimization and extensibility, make
them well suited to the analysis of biological and other signals [1].

A neural network is information-processing system that has certain performance characteristics in
common with biological neural network, NNs have been developed as a generalization of
mathematical models of human cognition or biology, based on its properties [2].

Signal components extraction and estimation take a lot of research in different area, and different
interest researchers. An extensive review of proposed methods of signal estimation of such
maximum likelihood (ML) techniques, minimum norm method, multiple signal classification
(MUSIC), can be found in[3,4]. The, minimum variance of capon, these classical methods are
involve costly matrix inversions, as well as limitations of, estimation performance when the
signal to noise ratio and number of samples are both too large, and the computational complexity.
Principal and minor subspace computation is essential for many signal processing applications. A
well-known tools for computing the principal and minor subspace of a data matrix is Oja’s rule
[5]. Other method that involve simultaneous computation of principal and minor subspaces of a
symmetric matrix [6], Weighted versions of these methods for joint computation of principal and
minor components are also given.The proposed methods are derived from the optimization

of certain objective functions over orthogonal constraints. In the literature, it is commonly
admitted that minor subspace analysis (MSA) is a more difficult problem than principal subspace
analysis (PSA), Recently, a new minor subspace tracker dedicated to time series analysis. This
algorithm referred to as YAST][7], reaches the lowest complexity found in the literature, and
outperforms classical methods in terms of subspace estimation.

The estimation performance and computational complexity form the central conflict in the
direction of arrival approaches . To overcome this conflict the problem can be solved.using NNs.
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The proposed Method in [8] concern a MCA to implement blind 2-channel equalization and
discussed the null space method used to identify the non-minimum phase linear time variant
channels. Coupled principal components analysis providing a framework of [9], for special class
of learning rules where eigenvector and eigenvalues are simultaneously estimated in coupled
update equation. Extraction of complex components using complex hebbian NNs was proposed
by [2], which can be found in many areas for example, sensor array processing, beam forming in
microphone array beam forming problem formulation, it shows that it closely resembles an MCA
optimization problem in this field [10]. Independent component (ICA), principal component
analysis(PCA), and MCA are used in work of [11] which involve multiple —source signal at an
observation sensor and shared a common objective, that is to separate source signals. The aim of
the work in[12] present an alternative method for estimating the direction of arrival (DOA), the
algorithm exploit structural similarities between ESPRIT and the Tog-Xu-Kalaith method for
blind channel equalization, and the result is an ESPRIT- Like algorithm for DOA estimation.
manifold separation technique (MST) is a method for modeling the steering vector of antenna
arrays of practical interest with arbitrary 2-D or 3-D geometry. It is the product of a sampling
matrix (dependent on the antenna array only) and a Vandermonde structured coefficients vector
depending on the wavefield only. This allows fast direction-of-arrival (DOA) algorithms
designed for linear arrays to be used on arrays with arbitrary configuration[ 13].

2- Problem Definition.
Consider a uniform linear array of (M) sensors illuminated by (P) narrow-band signal
(P<M) ,at the P’th snapshot, the output of the i’th sensor can be described by [14],

X = i cos2 1 p Af(i) exp(5 * (i -1) * 21 A cos( 7 — 0(i)) (1)

Where Af is the frequency spacing of the sources, A is the space between two adjacent sensors, 0
is the angel of arrival .Plane wave incident on uniform liner array and the spacing between two
sensor (2 elements), resolve two closely separated sources [15]. The sources are assumed to be in
far field thus the incoming waves are considered to be planner, the array output is corrupted by
additive white noise which is assumed to be uncorrelated with sources signals, the incident
signals are wave front [16]. In vector notation, the output of the array results from (p) complex
signals can be written as[5,20]:

X (n)=C(0)S(n)+ N (n) (2)

where the vectors: X(n),S(n),N(n) are defined as;X(n)=(x, (n)
(si(m) ... s;@m ), s N =, m ... n.m .,

....... Xy M), Sm)=

And the M x P matrix C(0) is defined as; C(6;)= [ ¢(01),c(62),......,c(8,)] Moreover, this matrix
is formed by using the following function.

c(0) =expl - j2zxzA isin 6 /v ] (3)
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Where A, the spacing between two adjacent sensors and v the speed of light.
Equation 92) exploit the MCA modle from the received input data vector, expressed as linear
combination.

The framework is to estimate the directions Gi (for i=1,2,...... ,p) of source from available matrix

(X). Assume the noise vector n(n) is stationary and of Gaussian process of zero mean and
. . 2 2 .
variance matrix ¢ ; , where ¢ is unknown scalar [8].

3- Neural Minor Component Analysis (MCA).

A minor component analysis (MCA) strive to extract the principal components in the data
space, where one seeks to find these directions that minimize the projection variance, thus paving
the way for dimension reduction and data compression. These directions are the eigendirections
corresponding to the minimum eigenvalue. The applications of minor component analysis arise in
total-least square and eigenvalue-based spectral estimation methods. It allows the extracting of
the first minor component from a stationary multivariate random process [15], based on the
definition of cost function to be minimized under right constraints. The extraction of the last
principal component is usually referred to as MCA[17]. MCA by neural network is a statistical
signal processing technique investigated by Oja’s [16], which allows the extraction of features
from a given random signal or data stream.

In general, MCA is a statsirical method which can determine an optimal linear matrix W such
that given an input vector x, the data in x can be combressed to form ;

P
y = Z WX (4)
iz 0

The direct extraction of Oja’s first component, as the obtained learning algorithm is unstable,
then recall from a simple but very interesting method for making this learning algorithm stable.
For First minor component analysis (FMCA), it has now to find the weight vector (/) that
minimizes the power of neurons output.

consider the problem of minimizing the following cost function [5];

CW)Y=1/2E_[(W "x ) /W + A/2(W "W 1) (5)

With respect to the weight vector W, its gradient has the expression;

6—C= E  [yx/w] + Aw (6)
ow

Where E denote expectation notation, and A is constant.

The optimal multiplier may be found by vanishing w * 0¢ thatis by solving the gradient as.
w
6 C 2 T
—=F a4 AWW = =0 7
sy - Ly 1+ (7)
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The main point is to recognize that from an optimization point of view the above system is
equivalent to,

oC ) r
——=E /W 1+ 48 (ww T -1 8
W Ly ] ( ) (8)

With & being an arbitrary constant. It is possible to prove that the FMCA converges to the
expected solution providing that the constant 6 is properly chosen. This is the way to compute the
optimal multiplier to obtain the stabilized learning rule. The most exploited solution to the
mentioned problems thus consists in invoking the discrete—time versions of FMCA rule, within
this framework learning rule recast[2,14,20].

AW =—qp[YX =YW ]l-ns (Ww " -1)W W (0) =W, 9)

where 1 is the learning rate parameter. It is a common practice to take 1 constant at a sufficiently

small value which ensures good convergence in a reasonably short time, which represents the
discrete time stochastic counterpart of FMCA rules. This equation may be easily implemented on
a digital computer and exhibit minimal storage and computational requirements. In the first order
the linear MCA will be[5,18] :

wi(n+1)=w,(n)=nym)x,(n)+ y(n)w,(n)] (10)

For multi output (neurons) the output y(n), of neuron j is produced in response to the set of input
x; (n), {i=1,2,3....m-1}, is given [14];

m—1

y/(n):ZWji(n) x,(n) (11)

The synaptic weight wj;, is adapted in accordance with the generalized form of Hebbian [2,5,18]
as;

Aw ;= -=nly;(n)x;(n)+ y,«(n)zj‘, Wi (1) y, (n)] (12)

Where Aw;(n) is the change applied to the synaptic weight wj;(n) at time n, and ) is the learning-
rate parameter. A compact form of GHA as;

Aw,(n) = -ny,;(n)[x,(n)+w,(n)y,(n)] (13)
where ;

%) =x,(0)— 3wy (1) y, (n)

The oja’s learning rule proved convergence to the weight vector (w), the first eigenvector of the
covariance matrix Ry, in practice the learning rate (1) is chosen to be small constant, in which
case convergence is guaranteed with mean squared error in synaptic weight of order n [19]. The
wave fronts received by M array element are linear combination of (d) incident wave fronts and
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noise, the MCA begin with the model of the received input data vector, expressed as linear
combination as in eq.(2).
Received vector x, and the steering vector ¢(0) as vector in M dimensional space,and the input
covariance matrix Ry, can be expressed as;

R_=FE[XX "]=E[WW "]CC "™ + E[NN "]

XX

= R.\'.v CC r +§2noise [ (14)

Where Ry is the signal correlation matrix E/WW']. the number of incident signal d is less than
the number of array elements M. this imply that the vectors of C are perpendicular to the
eigenvector Vpii....... Vum corresponding to the noise.

Eigenvoctor of the variance matrix Ry, belong to one of two orthogonal subspaces. The
orthogonal eigenvectors are the steering vectors of the recievd signala, and thus their direction of
arrival can be determined.the MCA spetrum can be expressed as [21,22];

1
S cOWw,w,C’ )
Matrix WnW', is a projection matrix onto noise subspace. For steering vectors that are orthogonal
to the noise subspace, the denominator of eq.(15), will become very small, and thus the peaks

will occur in P(0) corresponding to the angel of arrival of the signal, from the expression in
eq.(15), MCA is power spectral as function of ; 0, P(0), C(0),and Ryj.
d

Where ; R

P(0)

(15)

nn

=Y ww' , is the noise subspace.
i=1

4. Simulation Test of MCA.

This part about testing and discussing a result of MCA application by using simulation, to
show performance of MCA as application to estimate the DOA of incoming signal and its
parameters values. The signal is simulated with a steering angles, number of sources, and
corrupted with different level of noise strength. Generalized hebbian algorithm is used as learning
algorithm in neural network, with learning rate n of various value. A general test example is
about one and two sources (d) used for this purpose, sinusoidal signal location is simulated at the
far field at given direction degree, with normalized frequency were used. A uniform linear array
(ULA) of snapshots (L), sensors (M) and spacing (A) between sensors, was used to collect the
data, data are recorded using expression in Eq.(1). Testing were performed to show the effect of;
snapshots, number of sensors, spacing of sensors, on the performance of DOA based MCA. Also
learining rate parameter (1) effect is present to show the error convergence of neural algorithm at
certain iterations.

Four test is performed include; 1- effect of snapshots variation ( L= 5, 15, 30). 2- effect of
sensors variation (M= 4, and 16), 3- effect of sensor spacing (A= 0.5\, and A) related to
wavelength. 4- effect of error rate parameter (1) on the neural net convergence.

To asses the proposed method, it compared with classical approach known ( MUSIC), in term of
signal direction estimation with noise subspace.

Fig.(1) explain the effect of source variation of music method on an estimated angles of incoming
multiple sources, were single source simulated at 0=60" , and two sources simulated at 6=800, and
6=120", number of snapshots ( L=20), at certain level of noise, the distortion is clear shown due
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to the effect of small number of snapshot and noise level, because the biases occurs in the
spectral of signal.

Fig.(2) shows the effect of noise level on estimated DOA, using music method, when two
incoming signals at 6= 80°, and 100°, with number of snapshots (L=20).

The effect of snapshots (L=5,15,30 respectively) on estimated DOA using MCA, of incoming
single source at 6=80°, M=16 sensors, and sensor spacing A= 0.5 , is shown in Fig.(3), the effect
of sensor variation (M=4,and 16) on MCA to estimate two sources of snapshots 1=20, sensor
spacing A= 0.5), and 6=80°, 100° is shown in Fig.(4). Fig.(5) shows the effect of sensor spacing
(A) on estimated DOA of incoming signals of 6=50°, and 6=90°,sensores M=8, and snapshots
L=12.

The effect of learning rate parameter (1), on neural network convergence, is shown in Fig.(6), at
certain values of learning rate (n= 0.2, 0.01 ,and 1.2), GHA convergence is tested using different
iteration values (10000, and 30000).

From the noise point view, MCA is better performance of DOA estimation at different level of
noise over other methods, not only for noise side but also it estimate right DOA of multiple
sources with variation of incoming angles. Snapshots test prove that MCA is able to estimate
signals spectral even the number of snapshots is small, were the spectral of estimated signal is
well better. Testing of sensor spacing imply MCA method estimate DOA of multiple sources at
certain incoming angles, when A= 0.5, and from result, two targets are resolved with right
angles, while increasing or decreasing this distance than above value, two sources are got spectral
ambiguities and biasing of right angles of targets. Number of sensors is another performance
measuring parameter used to measure the potential area of MCA in DOA estimation, it is clear
from the results that varying the number of sensors in the array, the spectral is obvious, in that the
peaks are sharp. When number of sensors decrease ( less than 3) the spectral peaks is border, this
yield that two sources are rarely resolved.

5. Conclusions.

A signal components estimation using minor component analysis and neural network
algorithm, have been examined during this paper, by using simulated data.
Hebbian learning neural network algorithm, was introduced to estimate minimal signal
components (MCA), which it used later to estimate DOA of simulated signals.
As the results of the intensive computer simulation performed during this study, the following
conclusions can be drawn;
MCA is astatistical approach that is used to estimate the DOA for less number of samples (L=3)
for signal and noise subspaces ( dimensionality reduction), this method is powerful than
traditional methods, because it estimate signal component directly from noise vector, while the
rest estimate signal from vector of noise according to the criterion AKaike (AIC), consistency
means convergence of the criterion to minimized number of sensors equal to number of sources
(M=d).
MCA adapt to estimate DOA, for multiple sources, small size array (sensors = 4,16),and a range
value of noise levels ( variance). MCA tend to obtain a sharp spectral peaks of input signal when
the snapshots are increased.
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Figure(2): multiple signal estimation, with noise levels, snapshots (L=20 of music method,(a) two

signal at 80° and 100°,noise=0.1 (b) two signal at 80° and 100°, noise=0.01.

AJES-2010, Vol.3, No.1



ampilide mdb

Anbar Journal of Engineering Sciences

F a4
[ [n] 510
]
5 =
I L
al
=
=
=
g3
g
5
| -
L i i i i i i |:| - L i . T — i
o . 40 B0 BO on 121 140 =11 1800 ] ru 40 [=n) [ x] e i} 120 140 =] 180
o rescisary g ke dhrecisan angbs
a b
x10°
255
2l
= 1.5}
=
@
=
=
£
£ 1t -
0.5
a 1 1 " L L 1 1 1
o 20 40 B0 80 100 120 140 160 180

direction angle

C

Figure(3): single source estimation for various snapshots, M=16, 6=60°, A= 0.5\ (a) L= 5, (b)

L=15, (c) L=30.

g o 4 1ot
g s
B El g
= B = 2B
= =
= E
4 £ af
= af E’ 1.5¢
2 s
1F 0s
|] i I] 1 p—] - |_ e
o ] 40 B0 B0 oo iz0 140 1= 1] 180 o . L xl B0 ] oo 1 140 =] 180
dhreszisaryarag bs ohresci sy rag be
a b

Figure(4): two signal estimation for various number of sensors, L=20, A= 0.5L (a) two signal
simulated when M=4, (b) two signal simulated when M=16.

AJES-2010, Vol.3, No.1



Anbar Journal of Engineering Sciences

Lle) 2 10

ampilude m db
armphiude mdb
o
m

L

=
I
T

ozF

e N . L o

o 0 a0 =0 B0 1o 120 140 (1=} 180 a pru ] a0 (=] B 1on 120 140 (1=}
chrescisan ang b= chrecisarang b=

a b
Figure(5): effect of sensor spacing of two signal simulated at angles 50%and 90°, (a) A=0.5 A, (b)
A=\

v’ o1
3} 1 b 4
7 . b J
i} E Bk 4
-] . 5k 4
ar ] woat §
] . | 4
2 1 Ik 4
| 1 1k 4
u i i i i i i i i i l] 1 i 1 1 f
1] D00 2000 =000 4000 5000 5000 OO B0 SO (oo s] 0s i 1.5 ] 25 3
no af derxlan
no ol fersimn wic
a
w10 vt
v v - v
f . BF 4
. Gk i
al ]
2
4 w3 4
] 4 |
Ir i
i i L i i 1 i i i o 1 i i -+ -
] 1000 2N =000 4000 S000 000 700 B0 S0 1000 a ns 1 1.5 - 25 3
ne af Herstan noaf derrian ot

AJES-2010, Vol.3, No.1



Erme

Anbar Journal of Engineering Sciences

& 10 Wl

5|
451
al
36+
i 1 18
26h

Emi

2k
15[
i+ - it

osfr

B m mn a0 s 50 0 AU BN S0 1 Jm M0 =0 am 5O &0 AN BN =m im
noof Heraian ne il Hersiln
c
Figure(6): effect of learning rate (n) values on the convergence of the learning network, with
various number of iterations, (a) n= 0.2 with iteration= 10000, 30000 (b) n=0.01 with iteration
=10000,30000, (c) n=1.2 with iteration =10000,30000.

AJES-2010, Vol.3, No.1



Anbar Journal of Engineering Sciences

Luand) ClSudl) aladialy 4y g5l 5LEY) cliya cpadd o Talaie) §)LEY) Jabesa slad) alay)
dig e Qlixe
Al g Aaaigl) and— Auigh) A4S/ LY) daals

-

Ao Al
)5 aalad oY) dalles il fe apaelly 3l L) Apaed) Gl Gre (MCA ) el (53800 (sl

320 sl Gl 3345 ¢S Lo U8 cililall OS5 Cam S pLind 6 "l 5L gy (MCA

oLs5) il Jasiind O3Sl 138 3L L) ()3l (padil dpaaaal) IS lastial &3 Caaalllia b L lilyl) dakag
GGl jrae et eeled] jibias (e Gl cllay) oda AL ChLEY) (e (DOA) Jsasll s
o Sl L) Al e Liadll fe Adapud) 4538l Clalady) (aeddl] "Hebbian S o s yaall Gyl
Laaal) ClSEN 1 o) cuiplSladl mLE DA e claloatie Mo (5Sie lia Gylafiye Al dajallillLal
dphy (MUSIC)ASSIS A3kl Ga Leple Jganll o5 Sl 8000 A3lhe - Cadlipe 3l ClsSall (el A8l

s 2Ll limpuin (o Jaganmall )Ll olaY) (eddl (AS0ISH 48k (g Jumil MCA 3141 IS Gum (MCA

AJES-2010, Vol.3, No.1



