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Abstract:

Serial Concatenation Convolutional Codes (SCCC) encoder is built using a serial
concatenation of two Recursive Systematic Convolutional (RSC) encoders, separated by an
interleaver. These two RSC encoders depending on the trellis termination criteria are software
implemented and the performance of each one of them is analyzed under different conditions
and circumstances. The output data from the encoder are multiplied by an amplitude matrix
(AM) at the transmitter side and the Inverse of Amplitude Matrix (IAM) at the receiver side.
The reliability estimation, log-likelihood algebra, and soft channel outputs for Soft Output
Viterbi Algorithm (SOVA) are examined. Then the modified Viterbi metric that incorporates
a-priori information used for SOVA decoding is derived. A low memory implementation of
the SOVA decoder is presented. The iterative SOVA for SCCC; is described with illustrative
examples. The behavior of the SCCC; encoder-decoder scheme is tested under different
circumstances with AM and without AM at the AWGN and Rayleigh fading channels with
unlike frame sizes (FS) and constraint length (K). The results show that the performance of
system with AM outperforms the other conventional system that worked without AM.
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1. INTRODUCTION

Recently, a near channel capacity error correcting code called Serial Concatenation
Convolutional Codes (SCCCs) was introduced. This error correcting code is able to transmit
information across the channel with arbitrary low bit error rate [1]. This code is a serial
concatenation of two component convolutional codes separated by an interleaver. Random
coding of long block lengths may also perform close to channel capacity, but this code is very
hard to decode due to the lack of code structure. Without a doubt, the performance of SCCCq
is partly due to an interleaver used to give the SCCC; a “random” appearance. However, one
big advantage of a SCCC; is that there is enough code structure (from the convolutional
codes) to decode it efficiently.

There are two primary decoding strategies for turbo codes. They are based on a Maximum A
Posteriori (MAP) algorithm and a Soft Output Viterbi Algorithm (SOVA). Regardless of
which algorithm is implemented, the turbo code decoder requires the use of two (same
algorithm) component decoders that operate in an iterative manner. In this paper, the SOVA
will be examined, because it is much less complex than MAP and it provides comparable
performance results. Furthermore, SOVA is an extension of the Viterbi algorithm, and thus
has an implementation advantage over MAP.
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2. RSC ENCODER

The Recursive Systematic Convolutional (RSC) encoder is obtained from the nonrecursive
nonsystematic (conventional) convolutional encoder by feeding back one of it is encoded
outputs to it is input. Fig. 1 represents a convolutional encoder [2, 3, 4].

The convolutional encoder is represented by the generator sequences g'= [1 1 1] and g =
[1 0 1] (where g represents the hardware connection between the shift register and modulo-2
adders) and can be equivalently represented in a more compact form as G=[g(1),g(2)]. The RSC
encoder from this encoder is represented as G=[1,g® / g"'] where the first output (represented
by g(l)) is fed back to the input. In the above representation, 1 denotes the systematic output,
2% denotes the feed forword output and g is the feed back to the input of the RSC encoder.
Fig.2 shows the resulting RSC encoder.

It was suggested in [2] that good codes can be obtained by setting the feed back of the RSC
encoder to a primitive polynomial, because the primitive polynomial generates maximum-
length sequences which adds randomness to the concatenation codes. RSC encoding proceeds
by first computation the feedback variable

n=x 2,8y (1)
j=1
and then finding the parity output

=2 8y @)
j=0
In order to terminate the trellis of RSC code, the message input x; must be chosen such that
ri=0 for L-m <i < L-1. Thus from eq.(1), the last m bits of the input message must satisfy

x,=>r gV 3)

J=1

3. CONCATENATED CONVOLUTIONAL CODES

A concatenated code is composed of two separate codes that are combined to form a large
code [1]. There are many types of concatenation, some of them parallel concatenation
convolutional codes (PCCC;) and serial concatenation convolutional codes (SCCC).

PCCCs, introduced by Berrou et al [2] in 1993, were a major breakthrough towards realizing
Shannon’s channel capacity limit. The performance of these codes achieves low bit error rates
(10 — 10°) at very low signal to noise ratio, about 0.5 dB away from the theoretical capacity
limit. PCCCs perform very well at low SNR, they give rise to a fairly high bit error rate
(BER) floor at high Signal-to-Noise Ratio (SNR). In order to alleviate this problem, (SCCCs)
were proposed by Benedetto, et al/ [5] using the concepts introduced by Forney [6].

4. ENCODING OF SCCCs

PCCCg generate parity bits by having several encoders operate in parallel on the same
information sequence; one in it is original order, and one or more on interleaved versions of it.
We can imagine, then, a serial structure where the information sequence is encoded by a
convolutional encoder, interleaved, and then encoded again. Codes of such a structure, is
known as SCCCs. It has been observed from computer simulation that PCCCs outperform
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SCCCs at low SNR;, but that as the SNR increases; there is a cross-over point after which
SCCCs perform better than PCCCsg [7].

A general diagram for the serial concatenation encoder is given in Fig. 3. The SCCCg encoder
is composed of two RSC encoders, which are usually identical. The first RSC encoder (outer
RSC encoder) receives the data and then encoded it. But, the second RSC encoder (inner RSC
encoder) receives the data after being permuted by an interleaver. As a PCCCsg, the
interleaving that makes serially concatenated codes appears random. The output coded data
from the inner RSC encoder divided into sub-blocks of length 32-bit and then it multiplied by
an amplitude matrix of size (N*N), where N=32-bit. Fig. 3 refers to the case of two

convolutional codes, the outer code C, with rate R} = ¢/ p, and the inner code C; with rate

Ré = p/m, joined by an interleaver of length N bits, generating an SCCC with rate R, = k / n.

Note that N must be an integer multiple of p. the input block size is £k = Ng / p and the output
block size of SCCC is n = Nm / p.

5. INTERLEAVER DESIGN

For concatenated codes, an interleaver is used between the two component encoders. The
interleaver is used to provide randomness to the input sequences [8, 9]. Also, it is used to
increase the weights of the codewords. The interleaver affects the performance of turbo codes
because it directly affects the distance properties of the code [10]. By avoiding low-weight
codewords, the BER of a SCCC; can improved significantly. Thus, much research has been
done on interleaver design. The following subsections show representative interleavers
commonly used in SCCC; design.

5.1 Block Interleaver (“Row-Column”_Interleaver)

Block interleaving or permutation interleaving is the simplest type of interleaver. The
permutation of inputs to outputs is contained within one period in a block interleaver. The
block interleaver is the most commonly used interleaver in communication systems. It is
writes in row wise from left to right and top to bottom and reads out column wise from top to
bottom and left to right. Fig. 4 shows a block interleaver. From Fig. 4, the interleaver writes
inf01...100...1...1...000...11]andreadsout[00...101...0...1...101...0

1].

5.2 Random “Pseudo-Random” Interleaver

These pseudo-random interleavers are defined by a pseudo-random number generator or a
look-up table where all integers 1 to L (the block size to be interleaved) can be generated.
This approach can be lead to good or bad interleavers, especially for small interleaver sizes,
computer simulations can be used to find those permutations with good weight-distributions
(e.g., [5, 10, 11, 12]). The only criterion for choosing between them is based on computer
simulations; there seam to be no analytical criteria.

The random interleaver uses fixed random permutations and map the input sequence
according to the permutation order. The length of the input sequence is assumed to be L.

5.3 Semirandom (S-type) Interleaver

The semirandom interleaver is a compromise between a random interleaver and “design”
interleaver such as the block interleaver [13, 14]. It was shown [15] that weight-2 data
sequences are an important factor in the design of the component codes. The weight of a data
sequence, which is made of 0’s and 1’s, is the number of 1’s in that sequence. If we randomly
select an interleaver of size L, the probability that a particular weight-2 data sequence will be
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permuted by the interleaver into another sequence of the same form is roughly 2/L for large L.
This probability is large for small L. Therefore, in order to avoid these identical permutations,
the permutation algorithm for the semirandom interleaver is described below [14].

Step 1. Select a random index i €[0,L —1].

Step 2. Select a positive integer S < \/% .

Step 3. Compare i to previous S integers. For each of the § integers, compare i to see if it lies
within = § . If i does lie within the range, then go back to Step 1. Otherwise, keep i.
Step 4. Go back to Step 1 until all L positions have been filled.

6. DECODING Of SCCCs

The SCCC decoder is based on a modified Viterbi algorithm that incorporates reliability
values to improve decoding performance. The modified Viterbi algorithm for SCCC decoding
is the Soft Output Viterbi Algorithm (SOVA) is described. Finally, the decoding algorithm
and implementation structure for a SCCC is presented.

7. THEORY OF SOVA FOR SCCCs

The SOVS for SCCC; is implemented with a modified Viterbi metric. A close examination of
log-likelihood algebra and soft channel outputs is required before attempting to derive this
modified Viterbi metric. Fig. 5 shows the system model that is used to describe the above
concepts.

7.1 Log-Likelihood Algebra

The log-likelihood algebra used for SOVA decoding of SCCC; is based on a binary random
variable u in GF(2) with elements {+1,-1}, where +1 is the logic 0 element (“null” elements)
and —1 is the logic 1 elements under @ (modulo 2) addition [14, 16].

The log-likelihood ratio L(u) for a binary random variable u is defined to be:

o pu=+1)
Mm_m;GZTB 4)

L(u) is often denoted as the “soft” value or L-value of the binary random variable u. The sign
of L(u) is the hard dicision of u and the magnitude of L(u) is the reliability of this decision.

The prbability of the random variable u may be conditioned on another random variable z.
This forms the conditioned log-likelihood ratio L(u|z) and is defined to be:

o plu=+1|z)
lﬁﬂﬂ—m;a:tﬁg (5)

The probability of the sum of two binary random variables, say p(u;@®u,= +1) is formed from

p(ui®uy =+1)=p(u=+1) p(uz=+1) + p(u; = -1) p(uz =-1) (6)

with the following relation

p(u=-1)=I-pu=-+1) (7
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the probability p(u; @ u, = +1) becomes
p(ui®uy =+1)=p(u;=+1) p(uz=+1) + (1-p(u; = +1))(1-p(uz = +1))
From eq. (4)

eL(u)
U=t =1 o

it can be shown that

1 + eL(”l)eL(”z)

(1+el(u1))(l+el(uz))

p(u1 @ Uy = +1)=

The probability p(#; ® u,=-1) can then be calculated as

eL(ul) + eL(uz)

ul®u2=-1)=1-pul®@u2=+1) =
p( )=1-p( ) (15 eH)(1 1 k)

From the definition of log-likelihood ratio eq.(4), it follows directly that

I pu, ®u, =+1)
plu, ®u, =-1)

L(u, ®u,)

using eqs.(10)and (11), L(u; @ u,) is found to be:

l + eL(ul)eL(”z)

L(uy)

L(u, @u,)=1In T 1

This result is approximated as in [16]:
L(u, @u,) = sign(L(u,))sign(L(u,))xmin(| L(u,) |,| L(u,)|)
The adition of two “soft” or L-value is denoted by [+] and is defined as
L(up) [+] L(uz) = L(u; ©uz)

With the following three properties

L(w) [+] = = L(u)

L(w) [+] - = -L(u)

L) [+]0=0

By induction, it can be shown that

®)

©)

(10)

(11)

(12)

(13)

(14)

(15)

(16)

(17)
(18)
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, ) p[;”f‘”] T + 0+ T -1
ZL(u.):L(Zuj]zln —In ! jel (19)

J J
i 2 L "+ -TT "™ -1
p{% u; = +1] l_Il 1;[1

By using the relation

tanh[ﬁj _¢-l (20)

2) e"+1
the induction can be simplified to

L(u;)

; 1+ ﬁ tanh[ j y I

D L(u,)=In S =2tanh”'| [ ] tanh ) (21)
[+] ’ / [L(Mj)] j=1 2

= 1- H tanh 5 ‘

This value is very tedious for computing [14]. Thus, it can be approximated as before to

[+]

j=1 J=

—Lye.ey

J J J .
> Lu)=L %lu ; z[JEISZgn(L(u j))]xj_Tan{L(u j)|} (22)

It can be seen from eq.(22) that the reliability of the sum of “soft” or L-values is miainly
determined by the smallest “soft” or L-value of the terms. The encoded data is now divided
into sub-blocks of length 32-bit (N=32), and it direcly multiplied by a generated amplitude
matrix given by:

I ik o i |
Realje YV |-4Al if imagle Y |<0
Amplitude Matrix = (23)
- o -
Realle VN |+42  if imagle Y |20

Where N=32 (packet length), n=variable between 1 to N, k=variable between 0: N-1

0< A1<1, Al#0if 42=0

0<A42<1 A2#0if A1=0
Note that the values of Al and A2 should not equal to zero, else the inverse of matrix be
undetermined. Since the amplitude of signal will increase due to multiplying the transmitted
data by AM values, and this will cause a peak to average power ratio (PAPR) problem
(especially due to high values in the first column of matrix), so we convert the sign of first
column of matrix from positive to negative value. This conversion will reduce the PAPR of
the multiplied encoded data by amplitude matrix in the first value of each transmitted vector.
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The output data from AM will send to the receiver through the channel which may be AWGN
or fading channel.

7.2 Soft Channel Output

From the system model in Fig. 5, the information bit u is mapped to the encoded bits x. The
encoded bits x are transmitted over the channel and received as y. From this system model,
the log-likelihood ratio of x conditioned on y is calculated as [14, 11]:

i Px=+1]y)
L(x|y)=1In 1|y (24)

By using Baye’s Theorem, this log-likelihood ratio is equivalent to

x| y):ln£p(y|x:+l)p(x:+1)j:ln plx=+1)  plr=+1) 25)
prlx=-Dpx=-1) " pylx=-1)  plx=-D

The channel model is assumed to be flat fading with Gaussian noise. By using this Gaussian
pdf f(z)

7(z—m)z

1 e 207 (26)

\N27wo

f(2)=

. 2. . .
where m is the mean and ¢~ is the variance, it can be shown that

Ep 2 Ep
—(y-a —2ay
v 9 N Y

=+1 o o E
ACAT. kel S P : (27)
p(y|x=-1) )’ —2ay 0

where £b_ is the signal to noise ratio per bit (directly related to the noise variance) and a is

the fading amplitude. For nonfading Gaussian channel, a=1.
The log-likelihood ratio of x conditioned on y, L(x[y), is the equivalent to

Lixly)=Ley + L(x) (28)

Where L. is defined to be the channel reliability

L =4-"q (29)

Thus, L(x|y) is just the weight received value (L.y) summed with the log-likelihood value of x
(L(x)).
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8. SOVA COMPONENT DECODER FOR SCCCs

The SOVA component decoder estimates the information sequence using one of the two
encoded streams produced by the SCCCs encoder. Fig. 6 shows the inputs and outputs of the
of the SOVA component decoder [14, 16].

The SOVA component decoder processes the (log-likelihood ratio) Inputs L(u) and L.y,
where L(u) is the a-priori sequence of the information sequence u and L.y is the weighted
received sequence. The sequence y is received from the channel. However, the sequence L(u)
is produced and obtained from the proceeding SOVA component decoder there are no a-priori
values. Thus, the L(u) sequence is initialized to the all-zero sequence. The SOVA component
decoder produces u and L(u’) as outputs where u’ is the estimated information sequence and
L(u’) is the associated log-likelihood ratio (“soft” or L-value) sequence.

The SOVA component decoder operates similarly to the Viterbi decoder except the ML
sequence is found by using modified metric. This modified metric, which incorporates the a-
priori value, is derived below.

The fandamental Viterbi algorithm searches for the state sequence S™ or the information
sequence u™ that maximizes the a-posteriori probability p(S™]y). For binary (k=1) trellises,
m can be either 1 or 2 to denote the survivor and the competing path respectively. By using
Bayes’ theorem, the a-posteriori probability can be expressed as

(m)
p(S™ | y) = p(y| s LE ) (30)
p(y)

since the received sequence y is fixed for metric computation and does not depend on m, it
can be discarded. Thus, the maximization result to

max p(y | S")p(S™) (31

The probability of a state sequence terminated at time t is P(S;). This probability can be
calculated as [14]

P(Sy) = p(Se.1) p(So) = p(Se-1)p(uy) (32)

where p(S;) and p(u;) denote the probability of the state and the bit at time t respectively. The
maximization can then be expanded to

1
max p(y| 5" p(S™) = ij{H PO, | S,<"7>,S,<m>)p<s,<’">>} (33)
i=0

where (S l.(i"l),S t(m)) denotes the state transition between time i-1 and time i and y; denotes

the associated received channel value for the state transition. After substituting and
rearranging,

t—1
maxp(y| S”)p(S™) = mngx{pwfi”l’)l,ljo 0y 1.5 py | S,(i”f,st(m%} (34)

Note that
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N
PO, 18,8 = 1p(,; 17 (35)

Thus, the maximization becomes

{ S0 5.5 o, ) } 36)

This maximization is not changed if algorithm is applied to the whole expression, multiplied
by 2, and added two constants that are independent of m. This leads to

M +2nPe™)—C |+

n}na){Mf”“) } =ma N (37)

le[ﬂnP(yt’ xmy-c]
=

Where

(M)

h{p(S “’”)H P, 18,8 ("”)j (38)

and for convenience, the two constants are
C,=Inp(u,=+1)+Inp(u,=-1) (39)

Cy=In (s xi; =+1) + Py | x1; = -1)) (40)

After substitution of these two constants, the SOV A metric is obtained as [14]

M™ =M™ +Zx"")L Vi +u™ L(u,) (41)
For systematic codes, mthis can be modified to become

M™ =M™ +u™Ly,, +Z x"L, .y, +uL(u) (42)

j=2

As seen from eqs. (41 and 42), the SOV A metric incorporates values from the past metric, the
channel reliability, and the source reliability (a-priori value).

9. SOVA ITERATIVE SCCCs DECODER

The received signal from the channel is multiplied by the Inverse of Amplitude Matrix (IAM)
given by eq. (23). The output bits after multiplication (y) will now processed by SCCC. The
iterative SCCC; decoder is composed SOVA component decoders. Fig. 7 shows the SCCC;
decoder schematic with IAM [7, 11, 16, 17].
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Consider the SCCC encoder to be composed of two RSC encoders of rate 1/2. Let u = [u; u>
us...ux] be the information bits input to a constituent RSC encoder and ¢ = [¢; ¢> ¢;...¢,] be the

code bits at the output of the encoder. Let L]; (x,) be the LLR generated in the SCCC

decoder where a, b, x and ¢ can take on the following values.

a: (1 for inner, o for outer) denoting the inner or outer decoder,

b: (a for a priori, in for input, and e for extrinsic and o for output) denoting kind of LLR
information,

x: (u for information, c for code) distinguishing between information and codeword bits

c: value denoting the number of bits (information or code bits, depending on x).

The input to the conventional SCCCs decoder is a noisy version of the multiplexed systematic
and parity bits of the inner encoder represented as y=[ y; y;v] . The input y to the decoder is

scaled by the channel reliability factor Lc. The order of operation of the decoders is the
reverse of that of the encoders. Hence, the scaled input is fed into the inner SOVA decoder
first. The operation of the SCCC decoder is iterative and every iteration is composed of two
half-iterations (one for each constituent SOVA decoder). During the first half-iteration, the
inner decoder accepts the input frame (size~4k) and computes the extrinsic information

L. (uyy ) of the information bits only. The a priori information to the inner decoder is set to
zero for the first iteration. The extrinsic information generated by the inner decoder is de-

interleaved and forms the input L’ (c,,)to the outer decoder. It is clear that extrinsic

information is generated by a decoder with the help of information that is not available to the
other decoder (inner encoder parity is not available to the outer decoder) [18].
The a priori information to the outer decoder is always set to zero and is not used. The outer

decoder not only produces extrinsic information of information bits L7 (u,) but also

computes LLR of code word bits L?(c,,). The computation of extrinsic information of

codeword bits is the only major difference between the functioning of the SCCC outer
decoder as compared to the SCCC inner decoder or any PCCC decoder. The extrinsic
information of the information and codeword bits is interleaved and fed back to the inner
decoder forming the a priori information for the next iteration. The decoders keep sharing
extrinsic information of information and codewords bits in the fashion described above for a
number of pre-set iterations. After the last iteration is performed, the outer decoder computes

the complete output LLR L (1, ) of the information bits. A hard-decision is performed on
these bits and an estimate of the original information sequence u is produced [18].

10. PERFORMANCE ANALYSIS

Simulation results for SCCC; are based on bit error rate (BER) performance over a range of
Eb/No with AWGN and Rayleigh fading channels, also in the same graphs, the performance
of SCCCs (named Conventional) will be compared with its performance when an amplitude
matrix (AM) added at the transmitter and the receiver sides) . The following table shows the
AWGN channel and rate 1/2 component RSC codes used in the simulation results.

Fig. 8, represents the performance of SCCCs with iteration number is 10 and frame size (FS)
is 100 and different memory size, where BER decreases with SNR increases at increases the
encoder memory size. The performance of such system was improved when AM added at the
transmitter and the received parts. In all range of SNR, the perfomance of conventional
system with AM ouperforms the conventional model without AM.
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Fig. 9, represents the SCCCs BER performance for FS=10 and constraint length (K=3) with
different number of decoding iterations. From this figure it can be seen that the performance
of the conventionl with AM and without AM has been improved as the iteration number
incresed. The system with AM has lower BER in all range of SNR than conventional model.
Fig. 10, shows SCCCs BER performance for constraint length (K=3) and 10 decoding
iterations with different frame size (with and without AM), where in these figures, with
increases SNR, the BER decreases when frame size, encoder memory size, or number of
decoding iteration increases. The model with AM still outperforms the conventional model.
Fig. 11 shows that the Rayleigh fading channel degrades BER performance for all SCCCs
schemes with FS=1024, K=3, decoding iterations is 10 and semi-random interleaver. Also the
performance of system with AM decreases but it stays has better performance than
conventional model. The two systems in AWGN channel have less BER than their
performances in Rayleigh fading channel.

11. CONCLUSION
The simulation results showed many interesting properties about conventional SCCC; with
and without AM. Some of these important results are listed below:

1. For a fixed SCCC; encoder, its performance improves as the frame size increases, but
the latency of decoding process increases also.

2. For a fixed SCCC; encoder, its performance improves as the constraint length
increases.

3. For a fixed frame size, the SCCC; performance increases, for a fixed code rate, an
increase in constraint length improves the performance.

4. Substantial decoding gain is observed if more than one decoding iteration is used.

Rayleigh fading channel degrades BER performance for all SCCC, schemes.

6. The system performance of conventional SCCCs with amplitude matrix outperforms
the performance of system without amplitude matrix in all points given above.

e
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Table (1): Rate 2 RSC Component Codes Used in Simulation Results

Constraint Length Feed forward Feedback
(K) Generator (in Generator (in
Octal) Octal)
3 5 7
4 15 17
5 23 37
12 AJES-2009, Vol. 2, No. 2
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Fig. (1): Atypical rate % linear non-systematic convolutional encoder

Fig. (2): The RSC encoder obtained from Figure 1 with r =1/2 and k=3
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Fig. (10): Performance analysis of SCCCs (with and without AM) with increases the frame
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